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ABSTRACT

The development of a digital encoding system for speech and audio signals
is described. The system is designed to exploit the limited detection ability
of the auditory system. Existing digital encoders are examined. Relevant
psychoacoustic experiments are reviewed. Where the literature is lacking,
a simple masking experiment is performed and the results reported. The

• design of the encoding system and specifications of system parameters are
then developed from the perceptual requirements and digital signal process-
ing techniques.

The encoder is a multi-channel system, each channel approximately of crit-
ical ba ndwidth. The input signal is filtered via the quadrature mirror filter
technique. An extensive development of this technique is presented. Chan-
nels are quantized with an adaptive PCM scheme.

The encoder is evaluated for speech and audio signal inputs. For 4.1-kHz
bandwidth speech , the differential threshold of encoding degradation oc-
curs at a bit rate of 34 .4 kbps. At 16 kbps. the encoder produces toll-
quality speech output. Audio signals of 15-kHz bandwidth can be encoded
at 123 .8 kbps withou t audible degradation.

Ur.~~’r~~~ ced

/ ~

____________________ 
~~~~~ 
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This report is based on a thesis submitted to the Department of Electrical
Engineering and Computer Science at the Massachusetts Institute of Tech-
nology on 4 May 1979 in partial fulfillment of the requirements for the de-
gree of Doc tor of Philosophy.
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DIGITAL ENCODING OF SPEECH AND AUDIO SIGNALS
BASED ON THE PERCEPTUAL REQUIREMENTS OF THE AUDITORY SYSTEM

I. INTR ODUCTION

Digital techniques for the proce ssing, tr ansmission , and storage of speech and other audio
signals have become increasingl y important in the past several years. Advantages of the digital
domain include flexible processing not previously possible, in creased tr ansm ission reliability,
and error-resistant storage. Implicit in the conversion of a continuous audio waveform into a
digital bi t stream are degradations due to the nonlinearity of the process. While a sentence can
be t ransmitted simply by coding exactly the letters of each word , there are an infinite number
of waveforms that could represent that spoken sentence. Increasing the amount of information
in the digital signal by increasing the digital bit rate can decrease the error in the digital ap-
proximation of the sentence waveform, but increase the costs of transmission and storag e by
necessitating the use of a channel of higher capacity.

Audio signals differ  from other signals since the intent is to communicate with a person.
The performance of an audio system can not be measured by a simple root-mean-square (RMS )
error measurement. Rather , it is the complex processing of the auditory system that deter-
mines its quality. Indeed , an audio system that compares favorably to another system in a tra-

ditional signal-to-noise ratio (SNR) error measurement, the ratio of the mean square signal
level to the mean square noise, may be judged as annoying to listen to arid , therefore, of lower
quality. An audio system with additive white noise with a SNR of 20 dB is generally preferred
to a system with 10 percen t harmonic distortion. For speech systems, even listener preference
does not correlate well with intelligibility. For example, adding dither to a 3-bit-per-sample
linear pulse code modulation (PCM) system does not affect the SNR of the system. The dithered
system, however, is of lower intelligibility, but is preferred by listeners over the undithered
PCM coder.1 To design and evaluate an audio system, it is necessary to hav e some understand-
ing of the functioning of the auditory system, its capabilities and limitations. With that under-
standing, it may be possible to identif y subjective quality variables and relate them to objective
physical quantities in the stimuli.

In this report, an encoding system is designed to exploit the limitation of the auditory system
imposed by masking characteristics, the ability of one sound to inhibit the perception of another
sound. The system is designed so that the error noise due to quantization is masked by the audio
signal being encoded. The test of the system is whether a listener can perceive any differences

between the original signal and the signal that has been processed by the encoding system.

A. Historical Development of the Problem

Digital encoding of audio signal s can be grouped into three types of systems by their quality
and applications. The highest quality coders have been developed for use with voice and music
for the radio broadcast and record industries. These systems are characterized by wide signal
bandwidths of 12 to 20 kHz and large SNR5 of 50 to 100 dB. Bit rates of up to 500 kilobits per
second (kbps) are common in these high-quality systems. The fidelity criterion for these sys-

tems is that the listener will perceive little or no degradation of the input signal .
Digital encoders for speech tend to emphasize lower bit rates since the objective is often

a low-cost communication system as for telephone communications. Degradations are permitted
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as long as intelligibi 1~ty is high and it is not annoying to listen to the sound for reasonable lengths
of time. For commercial telephone applications, a 64-kbps system is commonly used. Although
coders with comparable quality such as adaptive differential pulse code modulation (ADPCM) 2

have been developed using rates lower than 40 kbps (Chapter II-D-1), the implementation costs
of these algorithms often outweigh the savings due to the use of lower capacity channels.

The third area of development has been in very low-rate speech communication systems
needing channel capacities as low as 2.4 kbps. Invariably, this bit-rate reduction is achieved by
modeling the production of the input speech by a slowly time-varying vocal-tract system. In-
formation to spe ~f y the parameters of that production system are encoded. Although intelligi-
bility is high for ~~eech input with a low noise background, signals that do not fit the r- Ddel, such
as nonspeech and speech in a noisy environment are reproduced poorly.

For many applications , it is not yet economically feasible to use digital transmission and
storage methods because of the cost of the high-capacity channels required. Encoding systems
that woul d permit the use of lower capacity channels while maintaining the necessary signal
quality would open new applications areas for dig ital techniques.

B. Scope of this Report

The objective of this report is to relate the results of psychoacoustic research to the deve lop-
ment of a digital encoding system. By using the limitations of the auditory system, the system
is made to be efficient, using only the bit rate necessary to maintain its quality.

The encoder is designed so that the degradations introduced through its processing are not
audible when presented along with the audio signal . The encoder, based on the characteristics
of the auditory system, should work well with speech, music, or any other audio signal.

The repor t is divided into several parts. Existing digital encoders are examined and rele-
vant psychoacoustic experiments are reviewed. Where the lite rature is lacking, simple experi-
ments are performed , and the results of these experiments are reported. The design of the sys-
tem is then developed from the perceptual requirements and di gital signal-processing techniques.
The system is evaluated with high-quality speech and audio signals to determine parameters for
broadc ast-quality transmission and archival-quality storage. Experiments are performed to find
the mi nimum bit ra te such that the pro~ essirg of the system is not noticeable to the average lis-

tener. The system parameters are then set for lower bit rates and the encoder compared to
other encoders for possible use in basic speech communication systems. 



W~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-•-•, ••—• ,.••- - -  ..~~.*.-;‘~—• • — -.-—-—•- • — — - •

II. REVIEW OF EXISTING DIGITAL ENCODERS

A. Introduction

Degradation of analog signal quality resulting from processing, storage , and transmission

of speech and audio signals is often a major obstacle in the implementation of such systems.

To alleviate this problem, digital techniques are being used increasingly for hi gh-quality speech

and audio systems. For voice communication over phone lines and satellite links , di gital tech-

niques simplif y the multiplexing of several conversations and the protection from noise. As the

technology has progressed, many algorithms for digital encoding have emerged.

Digitization requires two processes , sampling of the signal at discrete ins tants  of time and

quantization of the signal samples to a discrete number of bits of information.  (This is not

strictly true for some low-rate vocoders that try to model the speech production process. It is

a valid assumption for the class of encoders and quantizers relevant to this  research.) It is

sometimes convenient to consider sampling and quantization to be separate processes even

though they may be implemented together. The ordering of these processes is not important and

is chosen to simplif y the analysis in the Chapter.

For a band-limited signal , the process of sampling can be accomplished wi thout  any loss

of information. By sampling at the Nyquist  rate , a rate of twice the highest f requency present

in the continuous-time signal , the sampling is a simply reversible process. Quantization . how-

ever, introduces error . It is the audibility of this error that encoding systems try to minimize.

For speech signals , voiced segments have very lit tle energy above 4 kHz . Unvoiced speech

sounds, however , have significant energy at frequencies greater than 8 kHz .  Sampling at ap-

proximately 8 kflz for a resultant 4-kHz signal bandwidth is typical for telephone and similar

communications. Very little loss of intelligibility is evidenced at that sampling rate.  Larger

bandwid ths are used for higher-quality speech systems and for music. A frequency response

to 15 kHz and higher is typical of broadcast quality audio encoders. Music can usually be fil-

tered to 15 kHz with little or no audible degradation.

The most basic encoding system is pulse code modulation (PCM). Among its advantages

are simplicity, direct representation as binary nu mbers for digital storage, and easy implemen-

tation of the corresponding analog-to-digital (A/D) and digital-to-analog (D/A) converters.  Most

other systems are derived from PCM.

B. Instantaneou s Quantization

Ins tantaneous quantizers are characterized by memoryless i nput-output relations. The re-

lat ion is nonlinear by necessity as the output is only permitted to take on a f ini te  number of

values.
In a continuous-time system, the output of a memoryless nonlinear process is periodic if

the Input is periodic. The output contains energy only at multiples of the fundamental frequency.

the frequency of the periodicity. The error is harmonic distortion for sinusoidal inputs , and

harmonic and intermodulatlon distortion for inputs that are sums of sinusoids. If a band-limited

signal Is quantized , the distortion products are not restricted to that band. When the resulting

signal is sampled at a rate commensurate with the bandwidth of the unquantized signal , the com-

p onents  of the error signal outside of the original frequency band are aliased into that band at

frer ~uencles that are not necessarily related to the original signal. This error may then sound

like whi t e  noise or harmonic distortion , depending on the exact quantization system used.
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Fi g .II-3 . PCM quantizer with d i ther .

The error for the quantizer with dither can be show n to be zero mean whi te  noise that is

statistically independent of the input.  The noise power is the same as it is for the system with-

out d i ther .
Since harmonic distortion is not pleasant to listen to , the system with dither is rated as

having a higher subjective quality than the PCM system without dither , even though the RMS

error has not changed. It is interest ing to note that adding dither to 2- and 3 -bit PCM systems

decreases the intelligibility while increasing subjective quality and listener preference.1

3. Instantaneous Companding

~lost audio signals of interest vary in short- t ime average power over time . A PCM encoder ,

having equall y spaced quantization intervals, will have an error that does not vary in ampli tude
for d i f ferent  input amplitudes.  While the error may be tolerable for loud musical passages and

speakers, it  will be more audible for lower-volume time intervals.  The signal power in speech
may vary as much as 40 dB among speakers and environments.  For example , a 7-bit PCM sys-
tem set for a loud speech segment as in Section Il-B-i for full use of the quant izer ’ s range would
have an SNR of 35 dB. Another speech waveform might only use a few of the quantizat ion levels
and have an SNR of 10 dB or less. In general , an extra four bits  are necessary in PCM to com-

pensate for the wide variance of speech signal power. Music , where 60-dB differences of power
in different  passages are common, would require signif icant l y more b i t s .

The problem of encoding signals with  large dynamic range (the ratio of the largest and small-

est short-t ime energy levels) can be reduced by companding. Companding is achieved by com-
pression of the signal before quantizat ion to reduce the dynamic range and subsequent expansion
after  quantizat ion to undo the effects of compression. Companding is often combined with quan-
tizatiori by using a nonuniform dis t r ibut ion of the quan t i za t i on  levels in a PCM sy s t em .  Thus it
is of ten referred to as nonlinear PCM.

To maintain the SNR over any region of the input dynamic range , It is necessary to quan t i ze
the logarithm of the signal magnitude. Unfor tunate l y, this  requires  an in f in i t e  number  of quan-
tization levels as the slope of the logari thm i n p u t - o ut p u t  relation is in f in i t e  for inputs  near zero.

6
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• Fig.II-4 . Distribution of quantization levels for ~-law with 3 bits.

A compromise is the use of nonlinear relations such as the ~i-law,5’6 popular in the United
States , and the A-law ,”8’9 popular in Europe. As both are very similar , only the ~-law is
described. The compression function is shown in Eq .(I I -3)  and its effect on the distribution of
quantization levels for 3 -bit PCM is shown in the graph of Fig.II-4:

l ogL 1 +~ i Ix(n) I j
F tx (n )}  = x log [1 + sgn [x(n) ]  (11-3)

where

Xmax = Maximum magnitude input signal permitted

= A system parameter

As was desired , the quantization levels are distributed in a logarithmic fashion. As the vari-
able ~ is Increased from zero — the no-compression setting — the amount of compression in-
creases at the expense of a loss in the SNR for large amplitude inputs.  A comparison of SNR
for PCM and ~i-1aw nonlinear PCM is shown in Fig .II-5 as a function of the energy in the input
signal. Note that for 7 bIts , the conipanded system maintains a SNR of 30 dB or greater unti l
the inpu t level is 40 dB below clipping. For use in telephone qualit y systems where 30-dB SNR
is the standard , the 7-bit ti-law compander is comparable with an 11-bit PCM system.

7
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Fig.II-5 .  SNR for ri-law and uniform quantization as a funct ion
of input signal level and number of quantization bits.

C. Adaptive Quantizat ion

Instantaneous companding is one solution to the problem of encoding signals that vary in
amplitude. This method is a compromise, sacrificing SNR at high input levels by spacing the
quantizatiori levels in a logarithmic manner to get a higher SNR at lower input levels. Speech ,
music , and most natural sounds , vary slowly in amplitude relative to the sampling rate. Adap-
tive quantization takes advantage of the slow variation by changing the spacing of the quantization
levels as a function of the power in the inpu t averaged over a short period of t ime. This modi-
fication is syllabic companding, implying adaptation over intervals comparable to syllable lengths
in speech. In practice, the variation may be quite a bit quicker than the rate of speech syllables.
Adaptive quantization maintains the SNR at a lower bit rate than instantaneous compandiri g be-
cause information specif ying the signal power is not coded into each sample. Rather , it is spread
over the syllabic time interval related to the rate of variation of the input power.

1. Syllabic Companding

As can be done in instantaneous companding, the t ime-varying adaptation is often realized
as preprocessing and postprocessing to a uniform quantization PCM , referred to as adaptive

-• PCM (APCM). This scheme is depicted in Fig . I I-6 .  The gain is varied so as to keep constant
the level of the input to the quantizer .

8



• — —~,——,.,,.-—,—.“—-,“..—--. • - • ——,

111.2-151481

______________  

y(n) 

H 
~ ~ 11 ~~ HENCODER] 

c(n)

1
G(n)

ADAPTATION
SYSTEM

~~~~~~~~~~ 

HDECODER 
9’ (n) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~(n)

(RAB IN ER & SCHAFER , 1918)

Fig. 11-6 . Feedforward APCM with time-varying gain.

The rate of adaptation , the rate at which the gain in Fig.II-6 is allowed to change, is an

important variable. By adapting very quickly, the RMS error will be small because the input

is always utilizing the full range of the PCM quantizer. The amount of information necessary
to encode the gain variations, though , has increased proportionally to the frequency bandwidth

of the adaptation . By adapting the gain more slowly, the bit rate for the encoding of the gain

decreases. These bits may be shifted to the quantizer , compensating for not using the entire

quantization range during periods that the input varies too rapidly. If the adaptation is too slow,

the problem when no adaptation is used returns.  In summary, it is desired to vary the gain as

slowly as possible without allowing an audible lowering of the SNR and without overloading the

quantizer.
Overload can be eliminated by a block adaptation scheme, a method for implementing a

noncausal adaptation gain function. By filling a buffer with a block of samples, the value of the

prequantization gain can be determined as a-function of the samples in the buffer .  Then , the

gain can adapt for an attack transient or other quick increase in signal energy to avoid any over-

load. In thi s scheme, however, the error magnitude is determined by the maximum magnitude

sample value in a block. During rapid and abrupt changes in inpu t signal level , the error may

be relatively large compared to the low energy portion of the Inpu t signal block , especially when

the transient occurs near the beginning or end of the block, Block lengths are usually chosen

in the range of 5 to 50 ms as a compromise. The constraints tha t are placed on the block length

are discussed and quantified further in Sections ILl-C and IV-D in terms of the psychophysics of

the auditory system.

9
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2. Feedback Adaptation

A method for eliminating the need to encode the adaptation gain information is to make the

gain be a function of the previou s encoded output .  Since the encoder uses the  output in  I t s  pro-

cessing. it is called feedback-adaptation quantization.  -\s this information is already avai lable

to the decoder, the decoder can derive the gain with no additional in fo rmat ion .  A block diagram

of a feedback-ada ptation system is shown in Fig. 11-7.

I ) I-2-ISS ~~[

~ H ~ ~ 
~~~ ~r ]ENCODER} 

c(n)~,

1
GAIN

A DAPTAT I ON

c ’(n) 1 9’ (n) ,- ..
— er— DECODER ÷

GAIN G’(n)

~ ADAPTATION P
SYSTEM ] ( RABINER & SCHAFER , 1918)

Fi g . I I-7 . Feedback APCM with t ime-varying gain.

The gain can only be a function of the previou s outputs because the present output is not

available until  after the gain has been set and the sample quantized. If the gain were permitted

to change again based on the present output; i.e ., as an i tera t ive  procedure , the informat ion of

the iteration would not be known by the decoder.
Signals In nature such as speech and music from ins t rumen t s  may have sharp at tack tran-

slents where the signal energy greatly increases in less than 1 ms. In general , though , the

decay of these signals is much slower. In a feedback-adaptat ion q u a n t i z e r , large errors can he

present during overload conditions. A sudde n 10-dB jump in input  level can produce an error
from overload which is greater than the signal. It is , therefore , important  to adapt very

10



quickly by lowering the adaptation gain when the input level Increases. In contrast , fai lure
to adapt quickly to decreases In signal energy results  only In a temporary reduction in the SNR
by the amount of the decrease . Also, for signals wi th  predominantl y low-frequency energy.
peaks in the amplitude of steady-sta te  periods may occur as little as every 20 ins, if the gain
is increased on a time scale faster  than this , it must also be decreased every amplitude-peak
sample. This may produce an audible pulsing of the quantizat ion error that is more annoying
tha n a steady-state noise would be.

Ii. Predictive Quantization

Predictive quantization takes advantage of the correlation that may exist between input sam-
ples. A prediction of the sample value is made and the prediction residue , the difference of the
actual and the predicted signa l , is quantized . If there is correlation between inpu t samples , the
prediction residue will be a signal with  less power than the input .  The quant izer  can be adjusted
for the smaller difference signal and will produce a smaller quantization error . A block diagram
of a differential quant iza t ion  sys tem is shown in Fig .II—8 . From the decoder we see that the
ou t put of the system with no channel errors equals the quantized difference signa l plus the pre-
dicted signal as show n in Eq .(I I -4 ) :

x = ~~~~+ d

= ii + (d + e)

= (x  — i~) +

= x + e  . ( 11—4 )

Thus , the system error , the d i f ference  between the input  and the output , is exactly the err~ r in

quan t iz ing  the difference signal.  Since the signal that is quantized is the prediction residue , the

SNR of the output exceeds the expected SNR due to the quant izer  by the amount of the p ’-ediction

gain , the ra t io  of the input  to the residual energies,10 i.e.,

SNR p~

p— p— ( 11—5)
d e

where

= Input signal power

= Difference signa l power

= Error signal power

Systems of the general form of Fig. 11-8 are referred to as differential PCM (DPCM) systems.

1. Differential Pulse Code Modulation

For encoding speech , the improvement in SNR by using a DPCM system rather than PCM

is about 6 to 8 dB with 11 dB possible for an optimized system. t1 Unfortunately, there has been

little work with predictive quantization systems for music encoding so that It is d i f f i cu l t  to quan-

tify the SNR advantage with music input.

11
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Fig. 11-8. Predictive quantizat ion system.

It is possible to combine previously described schemes with predictive quantization to
achieve a combination of the improvements of each. By using an instantaneou s compander such
as s-law quantizatlon In the DPC M system, the advantages of the logarithmic distribution of
quantization levels with an additional 6-dB improvement in SNR are achieved.

In adaptive differential PCM (ADPCM), the quantizer and/or predictor are permitted to
adapt to the statistics of the signal. As each variable in the DPCM block diagram scales with
input level , the dynamic range can be increased by varying the step size as a funct ion of the
energy In the difference signal as in APCM. By using an adaptive-quantizat ion ADPCM system
to encode speech, there Is approximately a 1.5-bit (9-dB) improvement in SNR over ri-law PCM.
Subjective quality as measured by listener preference shows a 2.5-bit improvement;  e.g., 4-bi t
ADPC M is rated betwee n 6- and 7-bit k-law PCM in qual i ty .

When the predictor Is permitted to adapt also, the predictor gain In Eq .( I I -5 )  can be in-
creased additionally. Using an optimum 12th-order predictor , prediction gains of 13 dB for
voiced speech and 6 dB for unvoiced speech are typical . If the Input speech is pre-emphasized

12
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the sample-to-sample correlation is decreased for voiced speech sounds in exchange for the
shaping of the noise spectrum by the de-emphasis filter at the processor output .  With  pre-

emphasis, 8-dB prediction gains for both voiced and unvoiced segments are typica l)2  As a
summarizing example, ADPCM with a 4th-order adaptive predictor and 1-bit adaptive quant izer
can produce Intelligible speech at 16 kbps comparable to 5 -bit log PCM at 8-kHz sampling, a
60-percent savings.10

2. Delta Modulation

A simple DPCM system Is delta modulation (DM),  where a 1-blt quantizer and a fixed 1st-

order predictor are used. By sampling the Inpu t at a rate much higher than the N yquist  rate .
the inpu t is assured to change slowly from sample to sample. The 1-bIt quantizer can be set
as a compromise to a level where the quantization error is small , but the differential  signal is
never much larger than the quantization step size. Sampling rates over 200 kb ps are necessary
for high-quality speech.13

By adapting the quantization step size to the signal , the bit rate of DM can be reduced dra-
matically. Adaptive delta modulation (ADM) uses a feedback adaptation scheme based on the

past quantized outputs to permit tracking of the input signal at lower rates. Speech qua l i ty  equal
to 4-kHz bandwidth , 7-bit log PCM can be produced at the same bit rate using ADM , 56 kbps.

E. Time-Frequency Domain Quantization

The object of all schemes for the encoding of speech and audio is to approximate  the signal

with the smallest error for a given information rate. For speech , models of the speech produc-

tion pror~ess permit tailoring of the system and adaptation of the parameters for increased SNR.

For instrumental music and other natu ra l sounds , signal statistics are available but a re  not as

predictable and , hence , do not permit as much improvement as with speech inputs.

The level of the error of an encoding system is usuall y measured in terms of SNR wi th

variou s inputs. Most systems are optimized to achieve the h ighes t  SNR over the range of al-

lowable input signals. After the system is optimized , it is tested for a u d i b i l i t y  of the encoding

error , quality, and intelligibility. By initially designing the encoder to minimize  the audibi l i ty

of the error , further improvements may be made.
The systems just  described are waveform coders , adapting and predict ing on a t ime-sample

to time-sampl e basis for the full -bandwidth time waveform.  The encoding error  is a noise pro-

cess with time-varying variance and a flat-power spectral density that may be postf i ltered by de-

emphasis. The audibility of the error , however , is dependent on the dynamic  temporal  and

spectral relation of the signal and error. Time-frequency domain quantizat ion sys tems a t tempt

to transform the signal into a domain where quantizat ion is bet ter  matched to audition. Al though

the psychophysics of the auditory system are detailed in Chapter 3 , a brief review of exis t ing
time-frequency domain encoders is given in th i s  Section.

1. Sub-Band Coding

The sub-band coder divides the signal into several bandpass f requency  channels , ty p i c a l ly

4 to 8 in number , each to be quantized separately. Use of APC M quan t i zat ion  for each band

maintains a constant SNR over a large range of input levels.  A block diagram of the  sub-band

coding system is shown in Fig.II-9 .
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Fig . II -9 .  Sub-band coder.

By coding each sub—band independentl y, the quantizat ion error from a band will be con-
strained to be in that  band. When a signal with  predominantly low frequency energy is coded by
the waveform coders of the previou s sections , the quantization error is white noise. The high-
frequency components of the noise will then be audible unless the SNR is much greater than
t 0  dB. 14 

The quant izat ion error of the sub-band coder is rest r ic ted to frequencies close to the
signal-frequency components. H igh- f r equency  channels  wi th  low-signal energy will contribute
only small errors with energy proportional to the signal energy in that band. An SNR of 40 dB
may be sufficient  to render the noise inaudible.

Another advantage of the sub-band sy s t e m  is that the bit rate and , hence , the SNR of each
band may be chosen independently of the other bands.  In speech signals , significant hi gh-
f requency  energy Is present  only for unvoiced speech sounds. Since this  is a noise-like signal ,
greater quant izat ion  error is tolerable, especially if it is shaped to the speech spectrum. Thus ,
fewer bits  can be used to encode the uppe r - f r equency  channels .

For speech coding at 16 kb ps , sub-band coding has a slightly hi gher SNR — 1 1 .2 dB — than
ADPCM — 10.9 dB. Subjec t ive ly , however , it is comparable to 22 -kb ps ADPCM.15 It is unclear
how sub-band coding compares wi th  the optimized adaptive quan t i ze r  and adaptive predictor
ADPc M at lb kbps that has an SNR of 17 dB .5 Note , however , that this  ADPCM receives sig-
ni f ican t  predictor gain f rom opt imum predict ion of the speech waveform.  If signal s other than
speech were used as inpu t , the predictor gain would decrease greatly while the sub-band coder
would not be degraded s ign i f i can t ly .

2 . Transform (‘oding

Transform coding Is another techni que to match the quant iza t ion  to the short-time Fourier
anal ysis that is performed by the aud i to ry  system. Whereas  the sub-band coding system quan-
tizes t ime samples from a window in frequency ( t h e  bandpass f i l te r  outpu t ) , t ransform coding
quantizes f r e qu e n cy  samples f rom a window in t ime.  Although the ef fec ts  are similar , the im-
plement ations differ due to the character is t ics  of the specific f requency  t r ansformat ion  used in :1
the t r ans fo rm coding and d i f f e r i n g  adaptat ion strategies due to the st a t i s t i c s  of the signals to be
quantized .
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Adaptive transform coding (ATC), transform coding with an adaptive quantization-bit dis-
tribution strategy, yields a 3- to 6-dB advantage over ADPCM when optimized for speech.16

Perceptually, however, It Is quite diff erent. The degradations introduced by the encoding are
not perceived as noise. They are manifested as changes in the quality of the signal . ATC can
produce toll -quality (telephone quality) speech at a bit rate of 16 kbps for 3.2-kHz bandwidth

17speech.
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III. PERCEPTUAL REQUIREMENTS OF A DIGITAL ENCODER

A. Introduction

The performance of any audio system can only be judged by how it sounds. On all but the
highest quality sound reproduction system, music through 16-hit PCM encoding systems will
sound identical to the original signal. Experiments by the British Broadcasting Corporation
(BBC) and German Post Office show that 13-bit PCM encoding yields acceptable qual i ty  for many

- - - 7,18 ,19 20 V -applications in radio broadcast. If , however , the digital signal is to be processed fur-
ther , the sum of the errors due to 13-bit encoding and subsequent processing may sound degraded
with respect to the original and 16-bit PCM signals.

To decide when errors will be audible and , therefore, what is important in the design of an
encoding system, it is necessary to have an understanding of the capabilities and limitations of
the auditory system. Although there are no complete models of the auditory system, there is a
large body of lite rature detailing experiments, relating various psychoacoustic phenomena, and
modeling certain aspects of the auditory system. This literature, along with some simple ex-
periments, can be used to specif y the perceptual requirements of a digital encoder for audio
signals.

In this Chapter . the concepts of masking and critical bands are reviewed briefly and quanti-
fied with reference to the results of experiments from the literature. It will be hypothesized
that by tailoring the spectral and temporal aspects of the error signal from a digital encoder ,
it is possible to specify conditions under which the error is rendered inaudible when presented
along with the audio signal. Thus , the output of the encoder will sound identical to the input.

B. Masking and Critical Bands

By its very nature, the approxin~ation of a continuous audio waveform by a discrete digital
bit s trecm will have an error. Depending on the encoding system, this error or noise signal
may or ma:- not be correlated with the audio signal. The quality of the system is dependent on
the audibility of the encoding noise.

The approximate range of normal human hearing spans from 20 Hz to 20 kHz in frequency.
As seen in Fig. UI-i , the threshold of audibility for pure tones varies from a minimum at 3.5 kHz
of — 4 -dB sound pressure level (SPL) relative to the standard pressure of 0.0002 dyne/sq cm,
the normal threshold at I kHz .21 The threshold rises to a maximum of 73-dB SPL at 20 Hz.
Levels above 140-dB SPL are usually painful , representing the practical upper amplitude limit
of hearing. To try to design for this dynamic range of 144 dB would require major advances in
the state-of-the-art in electronic instrumentation. Even if this range is restricted to 100 dB,
a more practical limit with respect to most speech and audio signals , a linear PCM encoder
would require 16-bit coding. Several digital encoding systems, however, do use 16-bit PCM to
achieve large dynamic range and very low noise.

The thresholds shown in Fig. Ill-i are for pure tones in isolation. When a tone is presented
along with other signals , the threshold may be raised in a manner  dependent on the spectral and
temporal characteristics of the other signal. This is masking, the phenomenon of one audio

signal inhibiting the detection of another audio signal. Figure 111-2 shows how a complex signal
composed of two tones is preceived. The graph is for a 1200-Hz , 80-dB SPL primary tone and
is plotted as a function of secondary-tone frequency and level.22 ’23 Under these conditions , the
masked threshold of the secondary tone — the minimum level where the secondary or target tone

17
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is perceived along with the primary or masking tone — is higher than the unmasked threshold from

Fig. UI-I .  The amount that the threshold is raised is the amount of masking due to the masking
tone. Note that the amount of masking is greater for frequencies near the masking frequency and
that there is littl e masking at frequencies below the masking frequency.

By replacing the masking tone by a narrow ban d of noise , the masked threshold is no longer
dependent on the exact frequency relation of masker and target. Figure 111-3 shows the masking
pattern of a 90-Hz narrowband noise signal presented at several sound pressure levels.24 ’25 The
notches due to “beat” phenomena in Fig. 111-2 have been replaced by peaks in the masking audio-

gram. The general shape of the curves indicates that the amount of masking in the v i c in i ty  of
the center frequency of the band of noise is approximately linearly related to the noise power ,

i.e., a I0-dB increase in noise power results in a 10-dB increase in the sinusoid masked thresh-

old. For the experiment in Fig. 111-3 , the masked threshold of a 410-Hz tone centered iii a 70-dB

SPL noise masker is the unmasked threshold (7-dB SPL) plus the amount of masking (53 dB)
for a total of a 60-dB, SPL-masked threshold. Thus , the level of the tone must  be within 10 dB
of the masker power to be audible at this frequency.

70 I I T T T ~~~~~~~ 
- I I I I T -r

MASKING STIMULUS: 90-Hz bond of noise

60 - (cente red at 4(0 Hz) -
- ;-‘ PARAMETER: OVERALL SPL

_ _ _ _ _ _ _ _ _ _ _  I

00 200 400 700 000 2000 3000 5000 (0000

FREQUENCY (Hz)
( RAt  & 900 2 . 19 501

Fig. 111-3. Masking audiogram of a narrow ban d of noise.

The frequency range of masking, as well as many other psychoacoustic phenomena such as

loudness perception and phase audibility is related to the critical band , the bandwidth where

there is sudden change in observed subjective responses. The critical ban d is often defined as

the range of frequencies of a noise signal that contribute to the masking of a pure tone centered

irs frequency in the band of noise.25’26 ’27 It is measured by masking a tone by bandpass -filtered

white noise. The bandwidth of the masker is decreased until the masked threshold of the tone

starts to decrease. The bandwidth of the noise masker at that point is defined to be the critical

bandwidth at the frequency of the sinusoid. A graph of critical bandwidth as a function of fre-

quency and compared to third octaves, sixth octaves , and 5-percent articulation index 13’ 28 is

shown in Fig. 111-4.
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TABLE I l l—i

FILTER BANDWIDTHS USED IN MASKING EXPERIMENT

Channel Filter Center Filter
Number Frequencies Bandwidths

0 240 130

1 360 130

2 480 130

3 600 130

4 720 130

5 840 130

6 1000 165

7 1150 165

8 1300 165

9 1450 165

10 1600 165

11 1800 220

12 2000 220

13 2200 220

14 2400 220

15 2700 330

16 3000 330

17 3300 330

averaged and are presented in Fig. 111-6. The SNR necessary for the noise to be masked varies
with frequency, reaching a maximum of 28 dB at 1150 Hz.  Thus , the frequency at which the
least amount of masking is present is 1150 Hz. The maximum variation of a subject from the
average was 4 dE. This indicates that tones are e ffective at masking narrowband noise , but
the amount of masking is less than the amount of masking for narrowband noise masking of tones.

C. Nonsimultaneous ~lasking

The previous experiments all use signals that are presented simultaneously. Jud gments of
— audibility were made when the signals were in the stead y -~~t at I - and not dur ing  t ransients .  Mask-

ing, however , also occurs when the stimuli are not presented simultaneously. A masking signal
can mask sounds occurr ing before , referred to as backward or premasking,  or after , referred
to as forward or postmasking. Although the time period for nonsimultaneous masking is short ,
less than 100 ms . it is very important to the question of digital encoding. By not requir ing the
system to adapt instantaneously to transients in the input waveform , a large saving in the amount
of information to specif y the signal and , hence , a lowering of the bit rate can be obtained.  This
principle is used in the design of compressors, l imiters , and automatic gain controls for audio
recording and broadcast industries.

22
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Fig. 111-6. Ratio of sinusoid masker level to critical bandwidth
noise level at masked threshold.

In Fig. 111-7 the masking of short tone bursts by a sing le , critical-bandwidth, noise masker
is shown as a function of the timing of the tone burst  in relation to the masker.32 The masker
is narrowban d noise centered at 8.5 kHz , 1.8 kHz in bandwidth, and presented at 70-dB SPL for
a duration of 500 ms. The tone bursts at frequencies of 6.5 , 8.5 , and 11 kHz were I ms in
duration. The unmasked thresholds of the tone bursts are also shown for reference. For 8.S-kHz
tone bursts centered in frequency in the band of noise , the nonsimultaneous masked threshold is
within 20 dE of the simultaneous masked threshold when the tone burst occurs within 10 ms be-
fore or 30 ms af te r  the noise-masker burst.

If the duration of the tone bursts are increased slightly the shape of the curves remain un-
changed but are shifted downward; i.e. , there is less masking.32 This shift is by approximately
the same factor as the increase in energy of the burst in agreement with the short-t ime temporal
integration in the auditory system.13 Thus , increasing the duration from I to 10 ms lowers the
masked threshold by about 10 dB; i.e., to 15 dB below the masker level.

The results of these experiments are summarized in Fig. 111-8. The backward , forward .
and simultaneous masking curves have been combined to reflect the total t ransient  masking pat-
te rn of the tone burst by the critical-band noise masker.

D. Summary

The masking data indicate that a sinusoid raises the masked threshold of a narrowband noise
to within 28 dB of the sinusoid level. Other experiments imply that nonsinusoid maskers having
a greater spectral spread , provide even more masking.
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noise-masker impulse.

The signals that are to be encoded — speech , music , and other audio signals — are not narrow-
band signals as are the tone and noise maskers of the previously described experiments, it is
possible to divide the wideband audio signal into several narrowband signals by fi l tering tech-
niques. It is hypothesized that if the perceptual requirements for the encoding error to be masked
are met for every narrowband frequency section of the output signal , then the error will still be
masked when all of the frequency bands are presented together. This hypothesis simply states

that masking is additive for masker- target  pairs that are nonoverlapping in frequency.
To meet these requirements efficiently, a system should have an erro r that adapts to the in-

put signal. The noise spectrum , as measured by a short-t ime Fourier t ransform or through a
bank of bandpass filters, should be shaped so that the SNR in every frequency band of critical
bandwidth is adequate for masking. Temporally, the system should adapt quickly enough such
that errors occurring shortly before or after  transients will also be masked.
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IV. DESIGN OF THE DI GITAl.  ENCODER

A. Introduction

By shaping dynamically the spectrum of the encoder error, it is possible to render the
error inaudible by the masking action of the input signal. The masking curves in Chapter III
show that when the noise is restricted to a narrow band a sinusoid will mask the noise if the
SNR is sufficient;  i.e., greater than that shown in Fig. 111-6 , or a maximum of 28 dB for any
frequency band. For nonstead y-s ta te  signals, temporal res t r ic t ions on the error signal are
implied by the nonsimultaneous masking results. These experiments are used to define a t ime-
frequency domain similar to the short-time spectral analysis domain used for analysis by the
auditory system. By tran sforming signals into this  domain , the quant iza t ion  process can be
better matched to audition.

Two basic techn iques are cur ren t l y used for the signal  t r a n s f o r m a t i o n , as w a s  noted in
Section 1II-E. The subband coder uses a bank of bandpass f i l t e r s  to separate the signal into
several independent frequency channels for quant iza t ion .  The t r ans fo rm coder uses a discrete
cosine t r a n s f o r m  to form a shor t - t ime  spectral analysis of a windowed t ime segment . Al though
either method per forms the desired t ransformat ion , bandpass f i l te r ing  was chosen since the
temporal and spectral parameters in the implementation are related closely to auditory per-
formance parameters .  In th is  Chapter , the block diagram of the s s t em is presented and the
implementa t ion  of the blocks described. Relation of the pa ramete r s  to the perceptual  require-
ments analyzed in Chapter III are discussed.  Deta i l s  of the signal processing aspects  of the
implementa t ion  are discussed in Appendix 1.

B. Block Diagram of the Encoding Sy s tem

The s t ructure of the encoding sy s tem is shown in Fig. IV- 1. The audio si gna~ is f i l tered
into a set of 24 contiguous frequency bands that cover the audible f requency range. For input
signals that do not require  system response to 1~ kIlz fewer  bands are used.  For speech in-
puts , 17 f i l ter  channels cover the range to 4 . 1 kHz . By quant iz ing  each channel  independentl y,
the quantization error can be res t r ic ted  to the frequency band of that channel .  Quantizat ion
accuracy and temporal adaptation characterist ics may also be chosen according to the discr imi-
nation ability of the auditory system in each frequency range. To ensure that the quantization
error is masked by the signal , each chani-iel is approximately of c r i t i ca l  bandwidth  or smaller.

i-~

_ _ 1  
rBLOCK COMPAN DIN ~ 1 I - -- 

~i r~~~~~~ ~~
17-CHANNEL ADAPTIVE PCM — 

DECODE RESAMPL1NG
SPEECH QUADRATURE L O~~NTIZER ~ 

~ ‘ QUADRATURE SPEECH
INPUT FILTER BANK - : CHANNEL 

MIRROR 0UTPUT~
AND -______ -J FILTER BANK

NYQUIST RAT E BLOCK COMPANDING ~ P CHANNEL
RESAMPLING ADAPTIVE PCM ~— ____ APCM 

~~~~~~~~~ , SUMMATION

- ~~ ~~~~~~~~ L ~ Li L~~
ECOD

~~J [_
~~ 

j
Fig. T V - I .  Digita l encoding system.
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After  the signal is fi l tered into narrow frequency bands , each channel may be resampled
at a lower sampling rate commensurate with the channel bandwidth; i.e. , at the N yguis t  rate of
the channel. If the channels are contiguou s and nonoverlapping, the sum of the sampling rates
of the channels would equal the original sampling rate. t nfo rtunately, an ideal band pass filter
is not a causal function and is, therefore , not realizable. Implementation considerations of
the filter bank are discussed in Section IV-C.

One implementation solution that achieve s the desired spectral shaping is to eliminate the
resampling operations before and af ter  quantization. Sampling would then be at a rate much

higher than the Nyguist rate as occurs in a delL modulation system. Assuming that the quan-
tization error can be approximated by a wideband white-noise process, filtering to the signal
bandwidth after  quantization will remove out-of-band noise. The SNR will be increased by the

ratio of the noise bandwidth to the channel bandwidth. The total bit rate for this encoding will
also increase by the same factor as there are more samples per second to be quantized.  For
each doubling of the sampling rate over the Nyquist rate and , hence , doubling of the bit rate
(assuming no change in the number  of quantization bits per sample), there is a 3-dB increase
in the SNR resulting from fi l ter ing out half of the noise energy. Doubling of the bit rate by
maintaining the sampling at the Nyquist  rate and increasing the accuracy of the quant izat ion by
doubling the number of bits per sample , however , would result in the squaring of the SNR a dou-
bling of the SNR expressed in dB. In general , therefore, unless significant predictor gain s can
be achieved with the over-sampled signal by using a DPCM-quantization scheme, sampling a
channel at higher than its Nyguist rate does not represent an efficient allocation of the bits avail -
able for encoding.

For the quantization error to be masked by the input signal , it is necessary to shape the
spectrum of the error dynamically as a funct ion of the short-time spectrum of the signal. This
implies that the quantization algorithm must maintain relative accuracy over a large dynamic
range. The choice between instantaneous companding and adaptive quantizat ion algorithms is
discussed UT Section IV-D.

After  quantizat ion , each channel is resampled up to original sampling rate. This resarn-
pling process causes replicas of the narrowband signal spectrum in other parts of the frequency
range of the system, parts covered by othe r channels.  Filtering each channel to its original
frequency band before summing with the other channels e l iminates  these images. If the signal-
processing requirements have been followed , the encoding error present in the reconstructed
output will be due only to the quant izat ion and not to ar t i facts  of the implementat ion.

C. Design of the Filter Bank

Several issues are important  in the desi gn of the f i l ter  bank from the viewpoint both of
theory and implementation. The bandwid th  of each channel in the fi l ter bank should be a critical
bandwidth or smaller so that  the encoding error  of the channel is masked by the channel signal.
For the greatest reduction in the bit rate , it is desired to have the lowest possible resampling
rate for each channel. All realizable fi l ters have fini te  transit ion bands and finite attenuation
in the stop bands. Because of the aliasing that occurs for under-sampling, the sample rate for
each channel must be at least twice the bandwidth to the stop-band edges. The resul tant  aliasing
will be due only to signals at frequencies leaking through the f i l te r  stop band. By using fi l ters
with enough stop-band attenuation , this  aliasing will be inaudible. Since it is necessary for the
sum of the channel signals to sound the same as the or iginal  input signal , the passbands must
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be continguous. Thu s, the narrower the transition bands of each filter , the less over-sampling

will be necessary to avoid audible aliasing. Although high-order recursive (I lK) digital !~l-

ters (such as 16th-order elliptic fil ters) have good specifications in terms of t ransit ion band-

width for the channel bandwidth in question, they have rapid phase fluctuations at the band edges.

The resultant phase distortion and ripple in the magnitude of the frequency response is

often audible and , the re fore , not acceptable. The use of nonrecursive (FIR ) filters having

linear phase can eliminate this problem. Nonrecursive filters , however , have only zeros in

their z-p lane response and require a much higher order than recursive filters for similar-

width transition bands. A windowed band pass-filter design for a signal with a sampling rate of

30 kHz having a 50-Hz transition band would require an FIR fi lter with an approximate

length of 1400.
Several schemes for implementing the filter bank have recently been demonstrated.15’ 33 ’ 34

A filter bank consisting of equally spaced , frequency-translated replicas of a prototype low-

pass filter, leads to a simple condition for the sum of the channels to equal the input.34 Each

- 
, 

of the bandpass filters has an impulse response as shown in Eq. ( lV-I ’l , where h(n )  is the im-

pulse response of a lowpass filter with bilateral bandwidth equal to the bandwidth of the band -

pass filter:

hk(n) h (n)  cos [u kn ! . 
( I V- f )

An implementation of the kth filter is shown in Fig. IV-2. It is now necessary to design ‘nly

one lowpass filter to produce the bank of bandpass filters. Choosing the center frequencies of

the N channels so that the filters are equally spaced and cover the frequency band , the impulse

response of the system is Eq. (IV-2) :

Th!1i~~~

cos [w Kn] cos EW KrII

-4 - ’ H  h(n) _ _ _  _ _

x(n) I Yk (r1~
_ _ _ _  +

_ _  
___ h(n) 

f 

~Tsin Ew K nJ sin [w Kn]

Fig. IV-2. Implementation of one channel of a filterbank.
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Fig. IV-3 . Integer-band sampling technique for subband coding.

Fi g. IV-4. Two-channel quadrature  mirror - f i l t e r  decomposition.
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( N - i) / 2
g(n)  = h(n)  cos [Zzkn/N]

n= 1

( N — 1 ) / 2
= h(n)  cos [Zirkn/N 1

I

= h(n)  d (n )  . ( I V — 2 )

Since d(n) ,  the sum of equally frequency-spaced cosines in Eq. ( IV -Z ) ,  is a pulse train with a
spacing of n = N , the composite system response is just a sampling of the prototype lowpass
filter. The lowpass filter is designed such that when sampled , it is an impulse , the desired
impulse response of the system. An efficient  implementation of this system has been produced
using the fast Fourier transform (FFT) algorithm.35 It is difficult , howeve r , to adapt this sys-
tem implementation to the case of unequal bandwidth channels.

Another system that implements band pass filters uses integer-band sampling.15’ 36 A band -
limited signal may be sampled at the Nyquist rate of twice its bandwidth. This is often imple-
mented by modulating the signal so that the band of interest is centered at zero frequency. A
lowpass f i l te r  is then used and the signal can be down-sampled without aliasing. The integer-
band sampling scheme does not modulate the signal bands to zero frequency. Band pass filters
are used and each band is sampled at its N yquist  rate. When the band is not a lowpass signal
channel , care must  be taken so that the sampling does not cause aliasing of the signal back into
its frequency band even though the sampling rate is sufficient.  If the band l imits are chosen
such that the low-frequency cutoff is an integer multiple of the channel bandwidth , the signal
may be down-sampled without modulation to baseband with no resultant aliasing. This restric-
tion is a fundamental  limitation with the integer-band sampling scheme. The system imple-
mentat ion is shown in Fig. IV-3. If the bancipass filter is a nonrecursive fil ter, eff iciency can
be gained by computing only those values that will be samp led. For a 100-Hz bandpass f i l t e r
to be down-sampled from 10 kHz to 200 Hz . this implies ca lcula t ing one sample of each f i f ty .
If recursive f i l te rs  are used , every sample must be computed since the f i l ter  bases the output
on pa-~t outputs as well as inputs .  The main advantage of the integer-band sampling system is
simplic i ty  and smaller computat ional  loads because modula t ion  to the zero f requency  is not
necessary.

A major disadvantage of these f i l ter-bank systems is that  the filters must  be very sharp
so that the amount of over-sampling necessary to avoid alias ing is small. A recently developed
fi l ter ing techn ique , quadrature mirror fil tering,37 ’ 38 permits the realization of a filter bank with
no aliasing and with total sampling rate equal to the sampling rate of the signal before f i l tering.

1. Quadrature Mirror  Filtering

The basic quadrature  m i r r o r - f i l t e r  technique is designed to d i v J d e  the d i g i t a l  f requency
spectrum into  two equal parts.  Each band is sampled at half  the r t l c  of the or ig ina l  s ignal  for
q u an t i z a t i o n , coding, and t ransmiss ion .  The signals are the n resampled back up to the or I L ’J n a l
rate and f i l t e red  again before summing .  Since the f i l t e r s  are not te al  f i l t e r s  there  is some
a l i a s ing  a f te r  the down-sampling.  Because of the special r e l a t i o n s h i p  of the f i l t e r s , whe n the
two bands are summed , the components  due to the aliasing of one band cancel the components
due to a l i a s i n g  of the other band . Thus , there is no aliasing in the resul tant  signal. The struc-
ture of the basic fi l ter block is shown in Fig. l V -4 .  A s u m m a r y  of the i m p o r t a n t  aspects  of
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quadrature mirror  filtering is given in this  Chapter.  A more detailed discussion can be found

in A ppendix I.
When the four filters shown in Fig. IV -4  are defined by their relationship to the prototype

lowpass filter , h (n) ,  as in Eq. ( IV -3) ,  the aliasing will vanish:

h 1(n) = h(n) ( I V - 3 a )

nh2 (n) = (— 1)  h (n)  ( I V — 3 b )

k1( n) = h(n)  ( I V — 3 c )

k2 (n) = _ ( _ j ) fl h(n ) . (IV -3d)

These relations in terms of the z-t ransforms of the f i l ters can be writ ten as:

H1(z )  = H ( z (  ( IV -4a )

H2 ( z )  = H(—z ) ( I V -4b)

K 1( z) = H ( z )  ( I V - 4 c )

K 2 ( z) = — H ( — z )  . ( lV -4d 1

The replacement of the parameter z by — z represents a rotation by an angle of ir in the z-plane.

This is a shift of ir in the Fourier transform of these signals. Thus , H ( — z )  is a highpass f i l ter
with a frequency response being a shifted replica of the frequency response of H ( z ) ,  a lowpass
fil ter.  If h(n)  is a real function , the magnitude of its frequency response is an even function.
A shift of z will  be equivalent to a reflection of the magnitude about the point , w = ir /2. Hence,
H ( — z )  is the mirror filter of H(z) .

The output of the system, S(z) , shows that the aliasing components have cancelled , leaving
only a linear filtered term as desired:

S(z)  = ~~ [H 2 ( z)  — H2 ( — z ) J  X(z)  . ( I V — 5 )

Note that there have been no restrictions up to this point on the prototype f i l ter , h( n),  only on
the relationships of the other filters to h (n) .  Design of this filter is discussed in Section IV-C-Z.
If h (n)  is a good approximation to the ideal half-band lowpass fi l ter , the si gnal will  be divided
into two equal bandwidth frequency bands by it and its high pass mirror filter.

In summary, if the relations of Eqs. (I V -3)  and (I V-4)  are used , the signal components due
to aliasing are cancelled , leaving only linearly filtered signal components in the output. If the
filter is chosen such that:

1 2 2[H (z)  — H ( — z ) )  = I ( I V - 6 )

and the phase is linear , then the system will be an identity system except for a delay.
The quadrature mir ror- fi l te r  system can be simply extended to divide the frequency range

into more than two bands. A system that implements a decomposition into four bands is shown
in Fig. IV-5 . If the conditions on the filters are met such that the basic two-band system is an
identity system, then introduction of that identity system in the middle of another system will
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Fig. IV -5. Four-channel quadrature mirror-filter decomposition.

not affect the overall system output. It is clear that in that case, the output in Fig. IV-5 will

be identical to the input.
If the only requirement placed on the filters in the 4-channel system is that they follow the

relationships of Eq. (IV-3), the aliasing components will vanish. The system will behave as a

linear filter with system response described as follows:

2-Channel System Function

S(z)G(z) =

= ~~ [H2 (z)  — H2 ( — z ) ]  . ( I V—7)

4-Channel System Function

G ’(z)  = -

~~ 
[H 2 (z 2 ) — H 2 (— z 2 )] [H2 (z)  — H 2 ( — z ) ]

= G(z 2 ) G( z )  , (IV-8)

In the case that G(z )  is an identity, then G ’(z)  will also be an identity system.
Decomposition into any number of channels that is a powe r of two can be per formed by

further extension of the basic scheme. In the same manner , it can also be shown that the alias-
ing components will vanish if the same relationships of the filters are maintained. The linear
filter-system response will be a function of the basic filter that is used. For example, the

8-frequency band case will have the system function , G”(z) :

8-Channel System Function

G ’’(z)  = G’(z 2 ) G(z)

= G(z 4 ) G(z 2 ) G(z)  . ( IV-9)
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Fig. IV-6. Two—filter quadrature mirror-filter decomposition with quantization.
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Fig. IV-7. Four-channel quadrature mirror-filter decomposition with quantization.
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Fig. IV-8. Spectra of error at output produced by quantization of each channel
in a four-channel quadrature mirror-filter system.
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The filter chosen for use in the system is a Hannin g windowed ideal band pass fil ter of length
64. The width of the transition band is approximately z/8. A filter of higher order would have
resulted in sharper t ransi t ion band s at an increased computation cost. Evaluation of the system
shows that this f i l ter  is adequate. The minimum stop-band attenuation is 44 dB. A Harming
window was chosen over other possible windows because attenuation in the stop-band increases
at 18 dB per octave of frequency distance from the passband. This rapid increase ensures that
little quantization noise is present far from the frequency of its band.

A method to take advantage of the sharpening of the filters of inner-band splitting would be
to use fi l ters of different  lengths for d i f fe ren t  stage s of decompositiion. This could result in
great computational savings. In the eight-band system , for example , the innermost  filters
could be of length 32 , the middle decomposition filters of length 64 , and the final  f i l ters  of
length 128. The computation necessary would be equivalent to a system using fi l ters  of lengt h
64 , exclusively. All of the bands would the n have the same slope , a factor of two sharpe r than
several of the band-edge slopes in a system with all filters of length 64 .

3. Unequal Bandwidth Filter Bank Design

The basic two-band , quadrature mirror-f i l ter  system and the extensions to four , eight ,
and larger numbe r of channels are designed so that the bandwidths of each channel are identical.
To match the bandwidths of each channel to the critical bandwidths desired , it is necessary to
modif y the scheme to permit decomposi t ion into bands that are not of equal bandwidths.

The simplest solution is to divide the frequency range into many small bandwidth channels.
fhe encoding of those channels that were to be of larger bandwidth would occur after  part ial
reconst ruct ion of the channels; i.e. , the sum of several of the small bands. The analysis of
equal bandwidth decomposition shows that no aliasin g occurs in this scheme. It is very ineffi - 

-~ -

cient computationally in that the processing to divide bands that will not be used in their fully
divided state is performed.

A more eff ic ient  method would be to use a partial tree structure where some branche s are
decomposed further  than other ba,;ches and , therefore , result in smaller bandwidth channels.
This is incorporated in Fig.  I V - 9 , a t h ree -channe l  system. It is clear that if it were possible

I Ie- 2 -I566$ I

rL1-
~~~frLTh

x(n)

~~-LE~l~~
Fig. IV -9. Three-channel quadrature mirror-filter decomposition.
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to design the basic two-channel decompostion as an identity system, its presence or absence in
a branch would not affect the overall system function and any partial tree structure would be an
identity system. It is shown in Appendix I, however, that it is not practical to use the filters
necessary for the identity system. For the equal bandwidth decompositions in Section IV-C-i ,
it was shown that if the special relationships of the filters were maintained , the aliasing products
would vanish. This result relies on the symmetry of the system such that the system equations
factor properly. When a partial tree structure is used , some aliasing will remain. The output
of the three-channel system is shown in Eq. (IV- 10):

S(z)  = -~~
-. fH 2 (z)  G(z 2 ) — H 2 ( — z ) J  X(z)

+ -
~~ [G(z 2 ) — I] [H( z )  H ( — z ) ]  X ( — z )  . ( I V— 10)

In terms of the Fourier transform:

= -
~~ [H 2 ( w )  G(Za, ) — H 2 (u + i r ) j  X ( w )

÷ [G (2w) — I )  [H(w ) H(c~ ÷ ir )) X(o~ + ,r) . ( J V - I f )

Of interest  is the second term in Eqs. (IV-10) and (IV-11) representing the aliasing in the output.
The aliasing will Onl y appear in the frequency overlap of the filter b in )  and its mirror filter;
i. e., frequencies where the product H ( w )  H(u + ii) is nonzero. This overlap is only in the region
around 77/2 , the half-band spli t t ing frequency. The aliasing is also scaled by G(2u , ) — 1. G(o. )
is the linear system funct ion of the basic two-band scheme and varies from unity only near ir /Z.
The frequency-scaled G( 2 w )  varies from unity only near ~/4 and 3~ /4. This scaling factor is
very small  at ir/Z . Hence , the aliasing will s t i l l  be minimal using the partial tree structure f o r
unequal bandwidth decomposition. To summarize  the analysis in terms of design constraints,
there will be little aliasing if the two-band , l inear-system-funct ion , G(t ~i) ,  has ripple only at a
frequency of ir/2 and l-I (~,,) is very nearly zero at a frequency of 3~ /4. The Hanning-window-
design filters meet this  requirement.

Using  the partial tree , unequal-bandwidth , channel-decomposition technique , the structure
of Fig. iv-i  is implemented. The actual bandwidths of the 24-channel , 15-kHz , audio-encoding
system and of the 17-channel , 4 .1-k Hz , speech-encoding system are given in Table t V-i  . These
bandwidths diffe r from the critical bandwidths as shown in Fig. 111-4 because of the constraints
imposed by the decomposition techni que.

D. Quantizat ion Algorithms

The principal requisite of the quantization scheme is that it adapt to changes in channel
signal level to maintain a constant percentage error. For a given number of bits for quantiza-
tion , the quantization levels must allow for the amplitude peaks of the input signal. The SNR
in each channel must also meet the masking requirements specified in Chapter III.

Instantaneous cornpanding schemes use logarithmic spacing of quantizer levels to permit
the large, dynamic, input range necessary for speech and audio signals. The RMS error in
encoding each sample is a constant percentage of the sample value . Each sample is quantized
independently.
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TABLE IV—l

CHAN NEL BANDWIDTHS OF DIGITAL ENCODER

4 .l—kHz Speech Encoding System 15-kHz Audio Encoding System
Channel Frequency Range Bandwidth Fr -quency Range Bandwidth
Number (Hz) (Hz) (Hz) (Hz)

0 0 —  129 129 0 —  117 117
1 129 — 258 129 117 — 234 117
2 258 — 387 129 234 — 351 117
3 387 — 516 129 351 — 468 117
4 516 — 645 129 468 — 585 117
5 645 — 774 129 585 — 703 117
6 774 — 903 129 703 — 820 117
7 903 — 1033 129 820 — 937 117

— 
8 1033 — 129 1 258 937 — 1171 234
9 129 1 — 1549 258 1171 — 1406 234

10 1549 — 1807 258 1406 — 1640 234
11 1807 — 2066 258 1640 — 1875 234
12 2066 — 2324 258 1875 — 2109 234
13 2324 — 2582 258 2109 — 2343 234
14 2582 — 3099 516 2343 — 2812 468
15 3099 — 3615 516 2812 — 3281 468
16 3615 — 4132 516 3281 — 3750 468
17 3750 — 4687 937
18 4687 — 5625 937
19 5625 — 6562 937
20 6562 — 7500 937
21 7500 — 9375 1875
22 9375 — 11250 1875
23 11250 —  15000 3750

Speech and natural audio signals do not vary instantaneously in level. The average power
is usually constrained by attack t ransients  with time constants  greater than 10 ms , and decay
transients with time constants greater than 100 ms. Adaptive quantization systems take ad-
vantage of this slow variat ion of the short- t ime average power by specif ying a normalizat ion
gain factor at a much lower rate than the sampling of the signal. This yields a lower bit rate
than the instantaneous companders. Many adaptive strategies, however , tend to overload when
presented with a sharp attack transient,  For a short time , this overload can produce a very
large error  that would be audible. Block-companding adaptive PCM was chosen because of its
immuni ty  to overload. Sometimes known as block-floating-point encoding, the scheme uses a
quantized block maximum magnitude to normalize all samples in the block, Each sample is
then quantized by linear PCM. (An optimized distribution of quantization levels may be used.39

The decrease in RMS error will depend on how well the sample value probability distr ibut ion is
estimated and the number of quantizat ion levels in use . )  By quantizing the block maximum to a
level larger than the block maximum , overload is avoided.

Since the samples in a block are all quantized u sing the same normalization , the RMS error
is constant over the block , If the block length is too long, an increase in signal level near the
end of a block will cause a proportional increase in error energy throughout the block that  will
not be masked by the backward masking (premasking)  ef fec t  of the signal. As the temporal

39
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extent of backward masking is much less than forward masking (postmasking), this is the limit-

ing case. The block lengths were chosen to be inversely proportional to the channel bandwidth

as is the time window in the peripheral auditory system used for the short-time spectral analysis

on the basilar membrane.13 Due to the lack of nonsimultaneous masking data as a function of

stimuli frequency, it is not clear whether the temporal integration for masking follows the same

proportionality. Block lengths of eight samples in each channel were chosen for the encoder.

These lengths in seconds for each channel are given in Table IV-2. In any case , it is likely
that the block lengths can be made longer in the high-frequency channels since virtually all
naturally produced audio signals have attack times much longer than the block lengths of these

channels.

TABLE IV—2

BLOCK LENGTHS OF EACH CHANNEL OF DIGITA L ENCODER

4 .1—kHz Speech Encoding System 15—kHz Audio Encoding System

Channe l Frequency Range Block Length Frequency Range Block Length
Number (Hz) (ms) (Hz) (ms)

0 0 —  129 31.0 0 —  117 34 .2
1 129 — 258 31.0 117 — 234 34.2
2 258 — 387 31, 0 234 — 351 34 .2
3 38 7 —  516 31.0 351 — 468 34.2
4 516 — 645 31 .0 468 — 585 34 .2
5 645 — 774 31 .0 585 — 703 34 .2
6 774 — 903 31, 0 703 — 820 34.2
7 903 — 1033 31 .0 820 — 937 34 .2
8 1033 — 129 1 15.5 937 — 1171 17.1
9 129 1 — 1549 15, 5 1171 — 1406 17.1

10 154 9 —  1807 15.5 1406 — 1640 17.1
11 1807 — 2066 15.5 1640 — 1875 17 .1
12 206 6 —  2324 15.5 1875 — 2109 17.1
13 2324 — 2582 15,5 2109 — 2343 17.1
14 2582 — 3099 7,8 2343 — 2812 8.52
15 3099 — 3615 7.8 2812 — 3281 8.52
16 3615 — 4132 7.8 3281 — 3750 8.52
17 3750 — 4687 4.26
18 4687 — 5625 4 .26
19 5625 — 6562 4 .26
20 6562 — 7500 4.26
2 1 7500 — 9375 2. 13
22 9375 — 11250 2. 13
23 11250 — 15000 1 .07
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V. EVALUATION

A. Introduction

The digital encoding system is designed so that the reconstructed output signal should Sound

identical to the input signal if the SNR requirements are met in each channel. The expe riments

to estimate those requirements were pe r formed , however , using tone and narrowband noise

stimuli. It can not be expected that the perception of the complex sounds that are present in

speech and audio signals is exactly the same as for the primitive stimuli . The perception of

speech sounds, for example, is related to the understanding of speech and the generation of
40 - - -speech. It was not known whether the masking under these conditions is greater than , less

than, or the same as the masking present in the simple stimuli experiments.

The system was evaluated using speech signals with a 4. i-kHz bandwidth and music selec-

tions of 15-kHz bandwidth. Experiments were pe rformed to determine the level of quantization
error  and the bit rate at the differential threshold of the encoding error .

For many applications , perfect  speech reproduction is not necessary. For these communi-

cation systems, it is desired to have highly intelligible, pleasant and natural  sounding speech at

lower bit rates for use on less expensive , lower-capacity channels. To meet these demands , a

17-channel , 3.2 -kHz version of the system was evaluated at a bit rate of 16 kbps.

B. High-Quality Speech Encoding

To test the performance of the system for speech encoding, a 17-band , 4. 1-kHz configura-

tion was used. The goal was to determine the lowest bit rate and the corresponding quantization

bit distribution to encode speech at which the encoding error  is just detectable. The error  in-

tensity at which the encoding error is just detectable is the masked or differential threshold of

the encoding error in the presence of the signal at that signal level. Controlled experiments

were performed to determine this threshold.

The source material was 24 phonetically balanced sentences, each approximately two seconds

in length. Four speakers, two male and two female , were recorded with an Electrovoice 667

microphone in a sound proof room in digital format through a 16-bit A/D converter . For testing,

the speech was played back directly from digital storage through a 16-bit D/A converter and

Stax SR-X electrostatic headphones in the soundproof room.

Experiments consisted of two-interval, two-alternative, forced-choice (2IZAFC) trials to

compare the original, unprocessed sources to the encoded , processed versions of the same sen-

tence. Each interval of a trial was chosen randomly and independently of the other interval to

have either the original or processed version of a sentence. Thus , each of the four permutations

of original and processed versions of the same sentence , same spe aker , were likely to occur .

Subjects were asked to judge the two intervals as being identical or not identical. Any au-

dible difference , noise, distortion, coloration, etc. , was valid for a “not identical” judgment.

Subjects were told a priori that the probabilities of the intervals being the same or being diffe r-

ent were equal.
If a subject could not discriminate any audible differences between the original and processed

sentences in any trial , the probability of a correct response would be 50-percent . random guess-

ing. Just-detectable degradation would result in a probability of 75-percent correct , half way

between 50-percent chance and 100-percent perfect detection. Thus , the e r ro r  present at this

score is defined as the diffe rential sensory threshold of the encoding degradation (JND).41
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The test sessions consisted of 24 training trials with feedback followed by 48 trials that were

scored. Seven sets of system parameters, each representing a quantization bit distribution and

a resultant bit rate , were used. Four to six subjects were tested with each set of system pa-

rameters. The results of the experiments are presented in Table V-i and Fig. V-i . A statis-

tical analysis of the experimental procedure and explanation of the results can be found in

Appendix II.
The performance of the system as a function of the quantization bit distribution shows that

the SNR in the high-frequency channels can be less than that needed by the mid-frequency chan-

nels. System E from Table V-i with a bit rate of 34.4 kbps yields an average subject perfo r-

mance score of 72-percent correct , just under the JND threshold. Thus , this system can repro-

duce speech without audible degradation. It is difficult to compare this performance with other

digital encoders because few systems have been evaluated at this high performance level. It can

be speculated that the introduction of a highly optimized scheme, similar to that of adaptive

transform coding (ATC), could further reduce the bit rate and yield comparable results.

TABLE V—I
QUANTIZATION BIT DISTRIBUTION AND EXPERIMENTAL

RESULT S OF SPEECH ENCODING SYSTEM

Channel Frequency _______ 

Quantization Bit Distribution
Number Range (Hz) A B C D E F G

0 0— 129 4 3 4 3 3 3 3

129 — 258 4 4 4 4 4 3 3

2 258 — 387 4 4 4 4 4 4 4

3 387— 516 4 4 4 4 4 4 4

4 516— 645 4 4 4 4 4 4 4

5 645 — 774 4 4 4 4 4 4 4

6 774 — 903 4 4 4 4 4 4 4

7 903—1033 4 4 4 4 4 4 4

8 1033 — 129 1 4 4 4 4 4 4 4

9 1291 — 1549 4 4 4 4 4 4 4

10 15 4 9 — 1 807 4 4 4 4 4 4 4

11 1807—2066 4 4 4 4 4 4 4

12 2066 — 2324 4 4 4 4 4 4 4

13 2324 — 2582 4 4 4 4 3 4 3

14 2582 — 3099 4 4 4 3 3 3 3

15 3099—3615 4 4 3 3 3 3 3

16 3615—4132 4 3 3 3 3 3 3

Date Rate (kbps): 38.3 36.9 36.2 34 .9 34 .4 34 6 34 1
Percent Correct: 63 67 68 64 72 85 94
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Fig. V-I .  Relation of the bit rate to the experimental results.

These results can be compared to the results of the masking experiment presented in Chap-
ter III. Those results , shown in Table Ill-i and Fig. 111-6 , indicated that the masked threshold
of a narrowband of noise masked by a sinusoid at 70-dB SPL centered in the noise is between

42- and 52-dB SPL. This is an SNR at the masked threshold of 18 to 28 dB dependent on the
frequency of the stimuli. The SNR present in each channel of the encoding system for System E
can be estimated from the quantization algorithm, The encoding degradation for the quantization
bit distribution of System E has been found to be below the masked threshold.

Each channel is quantized with a block-conipanding APCM scheme. The adaption is performed
by using a scale factor to no rmal i7 r  a block of channel samples . Each block u si - s  one of 24 scale
factors , each 6-d 13 apar t .  i h e  scale factor  is chosen so that it was always greater  than the
larges t  magnitude of any sample in the block. Thus , it averages 3-dB greater  than the l a r j ~t -s t
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sample. After  normalization , the samples in the block are quantized by linear PCM. Assuming
that the companding can adapt quickly enough such that the quantization range up to the largest
sample is used throughout the block , the SNR is approximately 6N-i  dB for N-bit quantization.
For 4-bit-per-sample quantization, the SNR is 23 dB in a channel. For 3-bit-per-sample quanti-
zation , it is 17 dB. Hence , the amount of masking of quantization error by speech is s lightly
greater than the amount of masking of narrowband noise by pure tones.

C. High-Quality Audio Encoding

Evaluation of the encoding scheme was pe r formed with a 24-channel , 15-kHz bandwidth sys-
tem. Difficulty in obtaining the necessary quality source material and computer hardware con-
straints limited the experiments performed.

The source material was musical segments of 25 to 40 seconds in length taken from the
selections shown in Table V-2 . The music had been recorded on record disk in compressed form
by the use of an analog compander . This permits a much larger dynamic range than would have
been possible without companding . While the quality of the source material was high , it would
have been preferable to have used music recorded directly in digital format.

Music segments were processed with the quantizat ion bit distribution shown in Table V-3 ,
a bit rate of 123.75 kbps . Several experienced listeners compared the original segments with
the processed. Consensus was that the processed music was audibly identical to the original.

TABLE V-2

MUSIC SELECTIONS FOR AUDIO SYSTEM EVALUATION

1 . Masters of Flute and Harp, V01. 1,
Kiavier Records KS-556

2. Stan Kenton Ploys Chkogo,

Creative Wodd Records ST—1 07 2

3. Rags and Other American Things,

Eastern Brass Quintet ,
Kiovier Records KS-539

4 . The Heralds of Love ,

Klavier Records KS—559

5. Bach: Praeludim from Partita # 1 in B flat ,

Kiavier Records KS-524

6. St. Soens Organ Symphon 3 in C minor, Opus 78,

The Cit y of Birmingham Orchestra ,

Klavier Records KS-526
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TABLE V—3
QUANTIZATION BIT DISTRIBUTION AND EXPERIMENTAL

RESULTS OF AUDIO ENCODING SYSTEM

Channe l Frequency Quantization Bit
Number Range (Hz) Distribution

0 0 —  117 4

1 1 1 7 —  234 4

2 234— 351 4

3 351— 468 4 —

4 468 — 585 4

5 585 — 703 4

6 703 — 820 4

7 - 820— 937 4

8 937 — 1, 171 4

9 1, 1 7 1 —  1,406 4

10 1 , 406 — 1, 640 4

11 1,640 — 1, 875 4

12 1,875— 2, 109 4

13 2, 109 —  2,343 4

14 2,343 — 2,812 4

15 2, 812— 3, 281 4

16 3,281 — 3,750 4

17 3,750— 4,687 4

18 4,687 — 5,625 4

19 5,625 — 6,562 4

20 6,562— 7,500 4

21 7,500 — 9,375 3

22 9,375— 11 ,250 3

23 11 ,250— 15,000 3
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Fig. V - 2 ( a -c ) .  Spe -t rograms  showing speech deformat ion , (a) original speech ,
(b) block-companded APCM speech , (c) smoothed m~ gni t u d .  APCM speech.

46

_ _ _ _ _ _ _  



- - ~~~— ~~ r -  -‘~~ , . r —~.-,~-- -  - - - _

D. Toll-Quality Speech Encoding

For many communication systems, it is not necessary to have perfect reproduction of the
speech signals. A lower quality is acceptable as long as it is highly intelligible, pleasant and
natural  sounding. Quantifying the acceptable level is difficult  since it is actual-system-user
acceptance that determines the necessary fidelity. In the l i terature , this quality is referred to
as toll or telephone quality.

The encoding system developed here was designed using the results of psychoacoustic ex-
periments to achieve an inaudible encoding error . It is conjectured that when the level of en-
coding error  is too large for inaudibility, the system will degrade the speech in a pleasant man-
ner . The spectral and temporal shaping of this degradation would be such that a larger noise
level and , therefore, a lower bit rate , would be acceptable to a listener than for wideband wave-
form coding schemes such as ADPCM. The achievement of toll quality speech transmission at
16 kbps with an ATC system supports this speculation.17

For evaluation at 16 kbps , a 17-channel . 3.2-kHz system was implemented. Speech pro-
cessed by this encoder , however , has a rough quality. To correct this particularly annoying
form of degradation , it is necessary to analyze the assumptions made in the design of the en-
coder . The block-companding, adaptive-PCM-coding strategy was based on nonsimultaneous
masking results. At a bit rate of 16 kbps , two bits is the average quantization per sample , not
including the quantization of the block magnitude. The SN R as was developed in Section V-B is
approximately 11 dB. Clearly, the quanti7ation er ror  will not be masked. The block-coding
method causes the e r ror  to be of constant level for each entire block. In speech segments where
there are large amplitude transitions, this noise will tend to extend the speech abruptly to the
block edges. The noise energy can be greater than the speech energy right before an attack
transient back to the beginning of the companding block. This deformation of the speech can be
seen on the speech spectrograms in Fig. V-2a and b.

To eliminate this source of distortion , the companding scheme was modified as shown in
Fig. V-3. The main purpose of this modification is so that the adapting magnitude is now a
smooth function. The magnitude of the samples is filtered and then s impled at a 50-Hz rate.
The adaptation t ime of the quantizer  is 20 ma. Since the quantization error is also scaled by the
magnitude function , it is now a smoothly varying noise signal in each channel. The system is
no longer immune to overload on sharp  transients with rise times less than 20 ms. The problem
of overload is reduced by scaling the quantized magnitude function to permit peak samples sev-
eral d13 larger. This , of course , increases the quantization error level by the same amount.
A compromise value was found to optimize the perceptual quality of the output. The magnitude
is quantized to the nearest larger level of a set of levels spaced in 3-dB increments.  It is then
scaled up by an additional 3 dB. The result  can be seen in the spectrogram (Fig. V-2c) .

At a bit rate of 15.8 kbps . several t r i i n e d  listeners compared the system to a 16-kb ps
adaptive-predictive-coding (-\PC ) system. High-quality speech as well as sentences with varied
levels of background noise were used as input signals. The quali ty of the outpu t speech of both
systems were  similar and both were of toll quality. The robustness, the ability to reproduce
speech that is imbedded in b i ~ kground noise , of the system also compared well with the APC
sy ste m. j
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noise by sinusoids would permit fu r th — ~ optimization of the channel bandwidths of the encoding
system.

The results of the encoding system at an encod ing rate of 16 kbps, indicate that encod ing deg-
radation may be more audible during certain speech sounds than others. In particular, listeners
appear to be very sensitive to segments containing onset transients. To confirm this , an exam-

ination of the amount of masking by different  speech sounds of various noise signals is necessary.
The results could be used to design an adapt ive, quantization bit distribution system that could

allocate quantization bits temporally and spectrally and , therefore, control the SNR in each chan-

nel at all times, according to the particular requirem ents of each speech sound.

Another area is development of the signal processing techniques.  Introduction in multi-
channel encoders of algorithms to implement processing such as var iable-length coding and adap-
tive bit distribution, signal prediction, and use of masking between channels, could result in
further bit rate reduction. The development of these techniques depends on the understanding of
the perceptual requirements for encoding systems.
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APPENDIX I

ANALYSIS OF QUADRATURE MIRROR FILTERING

A. BASIC TECHNIQUE
The basic quadrature mirror-f i l ter  technique is designed to divide the d igital frequency

spectrum into two equal parts . Each band is sampled at half the rate of the original signal for
quantization, coding, and transmission. The signals are then resampled back up to the original
rate and filtered again before summing. Since the filters are not ideal filters , there is some
aliasing after the down-sampling. Because of the special relationship of the filters , when the
two bands are summed , the components due to the aliasing of one band cancel the components
due to aliasing of the other band . Thus , there is no aliasing in the resultant signal.

The structure of the basic filter block was shown in Fig. IV-4 . After down-samp ling, the
z- t ransforms of the signals are related by Eq. ( 1-2) :

- 
. N 1(z) = H 1(z)  X(z)  ( I - i a )

X 2(z)  = H 2(z)  X(z)  (1-Ib)

Y 1(z ) = ~ [X (z h /’Z ) + X j (_z h/ 2 )]

= ~ [H 1(z ’~~~) X(z h/ 2 ) + H (_ z h/ 2 ) X(_ z h/ 2 ) j  ( 1-Za)

Y 2(z)  = ~ [X 2 (z h / 2 ) + X 2
(_ z 1

~
’2 )]

= ~ [H 2(z~
1

~ ) X(z h/ 2 ) + H 2
(_z u/ 2 ) X(_ z 1/2 ) 1 . ( I -2b)

The second terms of Eqs . ( I -2a  and b) represent the aliasing due to under-sampling. The resam-

pled process again scales the frequency axis;

U 1(z)  = Y 1 (z 2 )

= -
~~
. [H 1(z) X(z)  + H 1( — z )  X ( — z ) I  (I- 3a)

U 2(z)  = Y 2(z 2 )

= 3: 1H 2(z) X (z) + 112 (—z) X (— z)]  , (I- 3b)

Filtering again and summing:

T 1(z)  = K 1(z) U 1(z )

= -
~~ [K 1(z)  H 1(z) X (z) + K 1(z) H 1(—z)  X ( — z ) 1  ( I -4a)

T 2(z)  = K 2(z) U 2(z )

= . [K 2(z)  H 2(z)  X(z)  + K 2(z) H 2 (—z)  X ( — z ) ]  (I -4b)
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S(z) T 1(z)  + T 2(z)

= ÷ [H (z) K 1(z ) + H 2 (z )  K 2(z ) J  X(z)

+ 3. [H 1(— z)  K 1( z) + H 2(— z)  K 2(z) ]  X(—z)  . (1- 5)

The first term of Eq. (1- 5) represents the linear filtered components of the signal. If the down -
sampling was removed from the process , this term would remain (scaled by a factor of 2) while
the second term , due to aliasing, would vanish. If the filters were ideal nonoverlapping lowpass
and highpass filters , the aliasing term would disappear then also.

When realizable filters are used , the aliasing terms can still be made to cancel. One sim-

ple solution is to let the filters be related as follows:

h 1(n) = h(n) (J-6a)

h 2 ( n) = (_ 1) n h(n) ( I -6b)

k 1(n) = h(n)  (I- 6c)

k 2 ( n) ( f l
n h ( )  . (I-6d)

The relations of the z - t ransforms of the filters may now be substituted in Eq. ( 1-5):

H 1(z) = H(z) ( I -7a)

H 2(z )  = H ( — z )  (I -7b)

K 4 (z)  = H(z)  (I -7c )

K 2( z) = — H ( — z )  (1-7d)

S(z) = ~~
. [H(z)  H(z)  — H(—z)  H ( — z ) ]  X(z)

+ -
~

- (H (— z )  H(z) — H(—z)  H ( z ) J  X(—z)

= 3 [H 2 (z)  — H 2 ( — z ) 1  X(z)  . (1-8)

The term that is left in Eq. ( 1-8) represents the reconstructed signal after being processed
by the linear filters present in the system . Note that there have been no restrictions up to this
point on the basic fil ter , h( n) ,  only on the relationships of the  other filters to h(n ) .  Constraints
on the filter so that the reconstructed signal will be identical to the original will be discussed in
Section I-B.  If the filter is a good approximation to the ideal half-band lowpass filter , the band
will be divided into two equal bandwidth frequency bands.

Summar iz ing ,  if the relations of Eqs. (1-6) and ( 1-7)  are used , the signal components due to
al ias ng are cancelled , leaving only linearly f ilte red signal components in the output. If the fil-
ter is chosen such that:

I 2 2
~ ~1I ( z )  — El ( — z ) j  = 1 ( 1—9 )
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and the phase is linear , then the system will be an identity system except for a linear phase

component ; i.e. , a delay .
The quadrature mir ror - f i l te r  system can be simply extended to divide the frequency range

into more than two bands . A system that implements a decomposition into four bands was shown

in Fig. IV— 5. If the conditions on the filters are met such that the basic two-band system is an

identity system , then app lication of that processing in the middle of another system will not af-

fect the overall system output, It is clear that in that case the output in Fig. IV-5  will be iden-

tical to the input .
Section I-B will show that it is not practical to use filters designed such that the system is

an identity system. It is important , therefore, to analyz e the decomposition into four bands for

filters that are related only by Eqs. ( 1-6) and (1-7), the relation that guarantees that the aliasing

components in the basic two-channel decomposition cancel; i.e., that it acts like a linear filter.

The outputs of the inner decomposition are related to their inputs by the system function ,

G(z) ,  of the two-band decomposition:

G(z) = 3- [H 2 (z )  — H 2(—z ) J  ( I - t O )

Y~ (z) = G(z) Y 1 ( z) ( I - h a)

Y’2(z )  = G(z) Y 2(z) . ( 1- I -t b)

The analysis continues by taking the equations derived earlier in the Section and modif ying to

account for the sdditional processing. The (1-3) equations now become:

U~ (z) = Y’1(z 2 )

= G(z 2 ) Y 1(z 2)

= G(z 2 ) 3 (1i~ (z)  X(z)  4- H 1(—z)  X ( — z ) ]  (I- 12a)

U’2(z) Y’2(z 2 )

= G(z 2 ) Y 2 (z 2 )

= G(z 2 ) ÷ f H 2 (z) X(z) + H 2(— z) X (— z) 1  . ( I - i zb )

Filtering and summing:

S’(z) = G(z 2 ) 3 (11 1 (z)  K 1(z )  + 112 ( z ) K 2( z ) j  X(z )

+ G(z 2 ) 3. (H 1(— z ) K 1(z) + H 2(— z) K 2( z ))  X( — z )

= G(z 2) -3 [H 2 (z) — 112(— z ) J  X(z)

= G(z 2 ) G(z) X(z )  . ( 1-13)
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Again , the aliasin g components have vanished leaving a linear filtered system. The new system
function is:

G ’(z)  = G(z 2 ) G(z) . ( 1-i4)

This equation also validates the earlier conjecture that if G(z) is an identity system, then G’(z)

wil l  be also.
When error is introduced to a channel through quantization of the signal , that noise is fil-

tered and will result in noise at the output. The basic two-channel quadrature mirror-filter sys-
tem with quantization , a nonlinear function modeled as an additive error signal , was shown in
Fig. IV-6 . Since resampling, fil tering, and summation are linear functions, this additive noise
term will be an additive processed noise term at the output as shown in Eq. ( I - i S ) :

S(z) = G(z) X(z) +K 1 (z)  E ( z 2) + K 2(z)  E2
(z 2) . (1- 15)

Resampling affects  the error signal by scaling the f requency axis. If the additive error is wide-
band , as can normally be assumed , this will not change its spectral extent. The error from
quantization of a band in the two-band system will result in a wideband noise that is filtered once
in that  channel.

The multiband system is more complex as was illustrated by the four-band system in
Fig. I’i-7 and analyzed below:

S(z) = G(z 2 ) G(z)  X(z)

- 2 4 2 4+ [K 1(z ) E ( z  ) + K 2 (z ) E 2(z )J K 1(z)

2 4 2 4+ [ R 1 (z ) E,~(z ) + K 2(z ) E~ (z )] K 2 (z)

= G(z 2) G(z)  X(z)

+ K 1(z) K ( z 2) E ( z 4) + K 1(z) K 2(z 2) E 2 (z 4)

+ K 2(z) K 2(z 2 ) E 3(z 4) + K 2(z)  K ( z 2 ) E4(z 4) . (I- I 6)

Resampling of the filtered signal of each channel will change the effective filter frequency re-
sponse by warping of the frequency axis. The spectra of these error signals was shown in
Fig. [V-S . It was noted then that this warp ing will sharpen the filtering on some, but not all of
the frequency channels.

B. DESIGN OF THE QUADRATURE MIRROR FILTERS
FOR PERFECT RECONSTRUCTION

In Section A , it was shown that the frequency band could be subdivided into two equal-
bandwidth mirror-image bands using realizable, overlapping filters. Each of these bands can
b~- resain pled at half the original sampling rate and still allow later recovery of the original sig-
nal if the fil ters obey certain simple relationships. The aliasing present after down-sampling
is cancelled when the bands are summed when the four filters in the system are designed from
one arbitrary prototyp e filter , h(n) .  Restrictions on this filter are placed solely so that the
linear fi l tering and summation operations result in an acceptable system . This Section is con-
cerned with the design of the fil ter.
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The output of the system was described by Eq. (1-8). It is desired that the system be an

identity system (except for a linear phase term necessitated by the use of causal , realizable

filters). Since the nonlinear aliasing terms have vanished, an impulse response of the system

and its transform, the system function , can be defined:

G(z) = = . 1H 2( z ) — H 2(—z) ]  (1- 17)

G(z) = ~
_ ( N _ 1)  

is desired . ( I 18)

Evaluation of the system function on the unit circle in the z-plane is the Fourier transform of

the impulse response:

G(c~ ) = -3 (H 2 (w )  — H 2(w + ?r)] ( 1-19)

= exp (—jc&, (N — 1)J is desired . ( 1-20)

The desired impulse response is just a delayed impulse. In order to design h(n),  it is necessary

to see what constraints this imposes.

Let the filter H( o) be a real, causal , symmetric, FIR filter of length N. The linear phase

term may be factored out of the Fourier transform leaving a real and even filter function , de-

noted as H ’(w) .  This is then substituted in Eq. ( 1-17) :

H(c,~) = H ’(~~) exp [—j w (N — 1)/2] (1-21)

G(c~ ) = 3 ~H’2(w )  exp [—j~~(N — 1)] — H’2 (w + ~r) exp [—j( c ~ + r) (N — t ) ] }

= 3- 
exp [ — j w ( N  — 1)] [H’ 2 (c~,) — (_j ) N - t  H’2(w + 7r ) ]

= -3 exp[—jta (N — 1)] [H’2( w )  + (_ f ) N H’
2 ( w + 7r) ] . (1-22)

Since it was assumed that H(c~,) is a real , symmetric FIR filter, H ’(w) is a real and even filter.

Thus,

H’
2(w )  H’2(w + ir) evaluated at w = .

~~
- . ( 1-23)

Unless the length of the filter , N , is even , the system response, G(w) ,  must have a zero at that

frequency. (Modification of the system to permit use of odd filter lengths will be discussed later

in this Section.)
G(z) may now be found in terms of the transform of h(n) using Eq. (I-f  7) and letting the length

of the filter be even:

H(z) = h 0 + h z  + . . . + h N t z
~~~~~~

where

h~ = hN l  and h0 = hN h  ~ 0 . (1-24)

H 2(z) = a0 + a 1z t 
+... + a ZN.. Zz (I -25a)

H 2(— z) = a0 — a z t 
+ . ..  + a ZN _ Z z (1 25b)
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G(z) = a z t + a 3z 3 
+... + a2 N 3 z ( I - 2 5 c )

where

an = h 0hn + h 1h I +... + h h 0 . ( 1-25d)

In the summation to form G(z) ,  all of the even-subscripted terms have dropped out. All of the

odd-subscripted terms other than n = (N — 1) must be set to zero and the equations solved using

Eq. (I - 25d) :

a = 2h0h1 = 0

since

h0 ~ 0 , then h 1 = 0 . (I -26 a)  
—

a 3 - 2 [h 0h 3 + h 1h 2 ] 0

since

h0 ~~ 0 and h 1 = 0 , then h 3 = 0 . (I -26b)

By induction for all n odd , n ~ N — 1:

a = 2 ( h h + h h  +., . + h  , h ~~J = On 0 n i n-I  (n -1) / 2 ( n + t) / 2

since

h0 ~ 0 , h = h~ = . . .  h 2 = 0 , then hn = 0 . (I-26c)

For n = N — 1:

aN _ f  = 2 [h 0h + h 1h +. . . + h (n l ) / Z h ( n + f ) / 2 l

= Zh OhN I =

thus

= hN l  = 2 1/2 
. (I-2 6d)

H(z)  = 2~~ 1~ + 2 - 1/2 z~~~
l 

. ( 1-27)

All of the odd-subscripted terms of h (n) must be zero except for n = (N — i) . By the symmetric

nature of the filter, all of the even-subscripted terms except n = 0 must also equal zero. Hence ,

the only filters that can result in the desired response are identically zero except at each of the
end points. This represents a class of filters with zeros at each of the N — I roots of — I . Un-

fortunately, this class of filters does not include any suitable half-band lowpass fi l ters for the

system.
It is interesting to relate  this result to the use of the discrete Fourier t ransform (DFT) to

effect a similar transformation of domains . The DFT , an invertible function , t ransforms N

points in the time domain to N points in the frequency domain.  The DFT may be implemented

by down-sampling the outputs of a set of N linear filters.
43 The impulse responses of the filters

are:

60 

~~—~~ -
,-——- - - - .-—-- - -

~~~~~
- —- _ ---- - - . --



-- -~~~~~~~~~ -——, --- _ - - -~~~- - , — - -- - -~~~----- ---- -- --~~ -
- — 

~~~~~~~~~—---~~~ - ~~~~~~~~~~— -~~~~~~ -~~~~~~~~~~~~~~~~~ —- -

hk (n) = exp ( — j 2 r k n / N j  , 0 ~ n N — I

0 , otherwise

for f i l ter  k , 0 ~ k N — I . (1-28)

A set of N DFT output samples is obtained , one at the output of each fil ter for every N input
samples by sampling each filter output once every N samples . Thus , the DFT can be imp le-
mented as a filter bank of N channels with outputs that can be resampled each at I/N the orig-
inal rate. The sum of the sampling rates of the channels is the original sampling rate. The
DFT and the inverse discrete Fourier transform (IDFT) form an identity system in the same
form as is desired for the digital encoder. From Eq. ( 1-28) , the impulse responses of the filters
used in the 2-point DFT are:

h 0 ( n ) = t  , n = O  , I

= 0 , otherwise

h 1(n ) = I , n = 0

n = I

= 0 , otherwise . ( 1-29)

Comparing the DFT filters with the f i l ters  used in the 2-channel quadrature mirror-fi l ter  scheme,
the DFT filters are (to within a constant which is in the IDFT filters) the prototype filter and its
mirror  filter needed for an identity system. Thus , the 2-point DFT system is an identity-
quadra ture , mir ror - f i l te r  system.

As was determined in Section A , the use of linear phase FIR filters of odd length results in
a zero of the system response at w = r/2 . The basic quadrature mirror-f i l ter  relationships can
he modified so that odd-length filters may be acceptable. By changing the relationships of the
fil ters , the system function is altered . The modification requires the insertion of a delay in

one channel when filtering and a corresponding delay in the other channel when refiltering. The
aliasing components are still cancelled . The new relations are described in Eq. ( I — 3 0 )  along
with their z-transforms;

h1 (n) = h(n) <—~~‘ H (z) = H (z )

h2(n) = ( _ f ) n~~ h(n — I)  1 )  H 2 (z)  = z t H(—z)

k1(n) = h(n — I )  ~~~~~~~~~~~~ K (z) = z
1 H(z)

k2(n ) = (~~I)’~ h(n)  ~~~~~~~~~~~~ K2(z) = H(—z) . (1-30)

Substituting these new relations in the equation of the outpu t of the basic block scheme of

Fig. lV - 4 , E q . ( I - 5 ) :

S(z) = 3. [H 1 ( z) I<~ (z) + H 2(z) K 2(z) ]  X(z) + 3- fH 1 ( — z )  K 1(z) + H 2 (— z) K 2 (z~ X(—z)

= -3 [11(z) z~~ H(z )  + z t H (—z )  H (—z) J  X(z ) + 3- [H( — z )  z~~ H(z)  + (—z) 1 H(z)  H(—z) ]  X ( — z )

= -3- z t [112(z) + H 2 ( — z ) ]  X(z)  . ( 1-3 1)
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As before, the allasing terms have vanished leaving the linear filtered terms only. Proceeding
by defining an impulse response and its z -t ransform:

G(z)  = 4 z~~ [H 2 ( z) + H 2 (—z) J  . (1-32)

This equation differs from the system function of the original , unmodified filter relations,
Eq. (1-17), only by a sign change; i.e., the summation of the terms rather than the d ifference,
and a delay of one sample.

Assume now that the filter, h(n ) ,  is a symmetric FIR filter of order N. The linear phase
term may be factored out of the transform . Evaluating the system funct ion on the unit circle as
in Eq. (I -22) :

H(~~) = H’(w ) exp [—jw (N — I )/2]

G(~~) = 3- exp [—jw ]  {H’2 (w )  exp [ — j w ( N  — I ) ]  + H’2 (~ + 71) exp [— h= + w) ( N —  1) ) )

= -3 exp [ —j w N )  (H ’2 ( w )  + ( f ( N - 1  H’2 (w + 11)) . (1-33)

Since

2 2 ITH ’ ( , , ) = H’ (c~~+ 7 1 )  a t c ~, = - ~

there will be a zero of the system function at that frequency unless the order of the fi l ter , N , is

odd .
Perhaps it is now possible to find a suitable f i l ter  of odd length that will yield an identity

system:

H ( z ) = h 0 + h 1z~~ + . . . + h \ f Z~~~~~~~

where

= hN _ 1 k and h0 = h N I  ~~~ 0 . ( [-34)

2 -1 -- ( 2N -2)
H (z)  = a0 + a 1z 4-., .  + a 2 N 2 z

2 -I -(2 N-2)H ( — z )  = a0 — a 1z +... + a Z N 2 z

1 -1 -Z  - (2 N -2 )G(z) = -
~~ z [a 0 + a 2z +. .. +

where

an = h0h~ + h 1h~ +,. • + h h 0 . (I-35)

But

a 0 = h ~ 0 and a Z N Z  = h~~~1 ~ r 0

To make G(z) as desired , all of the terms must vanish except for n = (N — I). For h(n) to be a
length N fil ter , h(O) and H(N — I )  can not be zero. Then , two of the terms above are nonzero.
Thus, there are no filters of odd length that would result in an identity system.
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The second term in Eq. (1-40) represents the aliasing in the output . As stated in Chapter IV-4,

the aliasing will only appear in the frequency overlap of the filter h(n) and its mirror filter.
Since -

G(z 2)s ’ I

in the overlap region, the aliasing will be very small.
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APPENDIX II
STATISTICAL ANALYSIS OF E X P E R I M E N T A L  PROCEDURE

Statistical anal ysis of the experiments to evaluate the performance of the digital encoding
system gives further insight into the problem of meaningful  evaluation and comparison of speech
and audio processing systems. The differential  threshold of encoding degradation was defined
in Chapter V as the degradation that y ields a 75-percent  probability of a correct response in the
ZI2AFC comparisons. This JND threshold is a mean probability of a correct response averaged

over an ensemble of the entire population of prospective users.  The ability of a subject  to de-
tect differences is not necessarily the same as other subjects and can be modeled as a sample
of a random variable. This random variable , the probability of a correct response , is assumed
to have a Gaussian distribution. The standard deviation of the distr ibution is a measure of how
much the detection abili t y of each person varies from the average. The experimental analysis
problem is twofold:

(a) Estimate the probability of a correct response for each subject via their
responses on several trials

(b) Estimate the average probabilit y of the ensemble and the variance of the

density func t ion  from the • -~ t ima tes  of the individual subject probability.

For a given subject , ~uh ;~-ct  m , esti mate  the probabi l i t~ of a co r rect  response. Let x be

the random variable of th e response to a t r ia l , 0 if not co r r ec t , i i~ correct ,

N
and let ‘ = -

~~ x. be the est~~~~ 
- ‘~f P . ( I l - I )in N — S  i m

i= 1

where

x. = 0 if not correct on the ~th trial
which occurs wi th  p robab i l i t y  (1 —

x.  = I if correct  on the .th trial which occurs
with probability 

~ m

N r number of trials

= E [xl = Probabili ty of a correct  response for subject m.
Expectation operator defined over the ensemble
of trials for a particular subject.

E [~~~~1 = (11-2)

p ( 1 -P )
Var [~~m I = 

m 
N (11-3)

This estimator is an unbiased and efficient estimator. If the number  of trials, N . is large , the

distribution of the estimate can be approximated well by a normal density function with mean — -

and variance given above. Evaluated for 48 trials and a subject probabili t y of 75 percent , the

standard deviation of the estimator is 6.25 percent.
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Using these estimates of the statistics for each subject it is now possible to estimate the

density function over the population of subjects . Let P be the random variable with samples

estimated above in Eq. (lI-i) and a density which is assumed to be normal. The number of

subjects is M. Assume that:

P = N (p,  02 ) . (11-4)

Let:

= 
~ ‘~m be estimate of the mean. (11-5)

= 
~~~ ~‘~m 

— ~)2 be estimate of the variance. (11-6)

The distribution of the estimator of the mean is described by Eqs. (11-7) and (I l-B).  The second

term in Eq. (11-5) is due to estimating j~ by the estimates of the individual subject probabilitie s

ra ther  than the exact probabilities:

E [1i] = ( 11-7)

z M p ( f _ p )
Var [pj = + 

~~~ m=I 

m 
N

M MN 
( 8 )

The results  of the experiments presented in Table V-I can now be analyzed. Note tha t it is

actually the estimates of the individual sample probabilities that are used. The experiment with

five subjects using the quantization bit distr ibution parameters denoted as System E is:

0.722 ( 11— 9)

(0.0559)~ (11— 10)

Var L~I (0.02 50) 2 + (0. 0289) 2 (0 .0382)~ (II I I )

For System E. the estimated mean is 72.2 percent. The distribution of this estimate of the mean

is approximately Gaussian with mean 72.2 percent and standard deviation of 2.5 percent. The

estimate of the variance for System E gives a standard deviation of 5.59 percent. Assuming the

normal distribution, the above estimates can be used to make the following claims for System E:

50 percent of the population have a probability of a correct response on a trial of less than

72 .2 percent; 69 percent have a probability of less than 75 percent; 84 percent have a proba-

bility of less than 78 percent; 93 percent have a probability of less than 81 percent; and 98 per-

cent have a probability of less than 84 percent. Since the criterion for the JND was set at

75 percent a priori, it is concluded that over the population of subjects , 31 percent will be able

to discern a dif ference between unprocessed speech and speech processed by System E in a test

like the one performed here. Presentation of continuous speech , however , is equivalent to

many trials. The probability of detection of the encoding degradation is larger than for a single

sentence pair and is a function of the length of the presentation of continuous speech.
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LIST OF ABBREVIATIONS

A/D Analog to digital
ADM Adaptive delta modulation
ADPCM Adaptive different ia l  pulse code modulation
APC Adaptive predictive coding
APCM Adaptive pulse code modulation
ATC Adaptive t ransform coding

CCD Charge-coupled device

D/A Digital to analog
dB Decibels
DFT Discrete Fourier t ransform

DM Delta modulation

FFT Fast Fourier transform
FIR Finite impulse response

IDF T Inverse discrete Fourier transform
IIR Infini te  impulse response

JND Just noticeable difference (different ial  threshold)

kbps Kilobits per second
kHz Kilohertz

PCM Pulse code modulation

RMS Root mean square

SNR Signal-to-noise ratio
SPL Sound pressure level , re o .oooa dyne/sq cm

2IZAFC Two-interval , two-al ternat ive  forced choice
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